
 Course Description 

Kubernetes Monitoring with Splunk Observability 
Cloud 

Summary 
This course is for SREs and DevOps professionals. 

In this course, you will learn to monitor and troubleshoot your Kubernetes clusters with the tools available in the 
Splunk Observability Cloud. Topics include using the Kubernetes Navigators, built-in dashboards, and AutoDetect to 
monitor the health of your cluster. Create custom dashboards and detectors to monitor and diagnose common 
Kubernetes trouble conditions. 

This lab-oriented class uses discussions and hands-on activities designed to teach best practices and techniques to 
monitor and troubleshoot Kubernetes clusters. All hands-on labs are performed in the Observability Cloud User 
Interface. 

Prerequisites 
● To be successful, students must have completed these 

Splunk Education course(s) or have equivalent working 
knowledge: 

○ Splunk Infrastructure Monitoring Fundamentals 
(ILT)  

○ Introduction to Splunk IM (eLearning) 
○ Basic knowledge of Kubernetes 

 

● Additional courses and/or knowledge in these areas are 
also highly recommended: 

○ Experience managing a Kubernetes cluster and 
using it in a production environment 

Course Outline 
Module 1 – Exploring Kubernetes Clusters with Splunk Observability Cloud 
● Identify common scenarios for monitoring Kubernetes 
● Use Kubernetes Navigators to view cluster data  
● Describe the Kubernetes resources tracked in Splunk Observability 
● Use Kubernetes Dashboards to view cluster data 

Module 2 – The Kubernetes Integration 
● Explain the value and purpose of the OpenTelemetry project 
● Install the Splunk OpenTelemetry Collector using the install wizard 
● Describe how the Observability Cloud Collects Kubernetes data 
● Identify the components of the Splunk Kubernetes integration 
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Module 3 – Monitoring Kubernetes with Built-in Content 
● Use the Kubernetes Navigators to investigate problems with nodes, pods, and containers  
● Use the Kubernetes Analyzer to pinpoint the root of some problems  
● Use built-in Kubernetes Dashboards to investigate and troubleshoot  
● Use AutoDetect to investigate and troubleshoot 

Module 4 – Monitoring Kubernetes with Custom Dashboards and Detectors 
● Identify and research metrics used to monitor Kubernetes 
● Create custom charts and dashboards to monitor Kubernetes 
● Create custom detectors to monitor Kubernetes metrics  
 

About Splunk Education 

With Splunk Education, you and your teams can learn to optimize Splunk through self-paced eLearning and  
instructor-led training, supported by hands-on labs. Explore learning paths and certifications to meet your goals. 
Splunk courses cover all product areas, supporting specific roles such as Splunk Platform Search Expert, Splunk 
Enterprise or Cloud Administrator, SOC Analyst or Administrator, DevOps or Site Reliability Engineer, and more. To 
learn more about our flexible learning options, full course catalog, and Splunk Certification, please visit 
http://www.splunk.com/education. 

To contact us, email education@splunk.com. 
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